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ENGLISH VERBS PAST TENSE
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RESEARCH PROBLEM
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WORD FORMS
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WORD FORMS

/zɪp + d/ → [zɪpt]

/bɛg + d/  → [bɛgd]

/underlying form/ → [surface form]
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PHONOLOGICAL PROCESS

Goal – Infer function from the underlying form to surface form.
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→
Underlying Form

/zɪp + d/

/bɛg + d/

Surface Form

[zɪpt]

[bɛgd]



PHONOLOGICAL REWRITE RULES 

A → B / L _ R

➢ Any sound that matches A and occurs between 
sounds that match left context L and right context 
R will be rewritten to B.
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Surface forms A → B / L _ R

[zɪpt] /d/ → [t] / [p] _ ø

[bɛgd]               No change

[zɪps]           /z/ → [s] / [p] _ ø

[bɛgz]               No change

11

PHONOLOGICAL REWRITE RULES 

Shraddha Barke



Surface forms A → B / L _ R

[zɪpt] /d/ → [t] / [p] _ ø

[zɪps]           /z/ → [s] / [p] _ ø

/d/, /z/  → [t] , [s] / [p] _ ø
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OUTLINE

1. Problem Statement

2. Our Solution

3. Experimental Results
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SYPHON

SYNTHESIS OF 
PHONOLOGICAL RULES
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DATA
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[-sonorant] → [-voice] / [-voice] _



RESEARCH GOALS

1. Interpretability - Inferred rules should be   
human readable

2. Data efficiency – Few shot learning

3. Interactivity - Inference at interactive speeds
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MOTIVATION

Phonologists spend lot of time manually 

analyzing language datasets

OUR SOLUTION

Automated approach to phonological rule 

inference



DATA EFFICIENCY
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Large amounts 

of data

unavailable

Few Shot 

Learning



OUTLINE

1. Problem Statement

2. Our Solution

3. Experimental Results
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OBJECTIVE FUNCTION
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Simplicity 

constraint

Specificity 

constraint

Correctness 

constraint

R - Rules

U - Underlying forms

X - Surface forms



OBJECTIVE FUNCTION SIMPLICITY
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OBJECTIVE FUNCTION SPECIFICITY
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RESEARCH GOALS
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CONSTRAINT BASED PROGRAM SYNTHESIS

38

Represent rule A → B / L _ R as a program

Program Space
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Represent rule A → B / L _ R as a program

Program Space

SMT 

Solver
Constraints

Consistent 

program
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GLOBAL BASELINE
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OUR SOLUTION
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OUR SOLUTION
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R = 3180 + 360

U = 9034



1. Decomposition of the rule learning 
problem

1. Underlying form inference

2. Change inference

3. Condition inference
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1. Decomposition of the rule learning 
problem

1. Underlying form inference

2. Change inference

3. Condition inference

2. Efficient SMT encoding
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RESEARCH GOALS

1. Interpretability – Represent rules as programs

2. Data efficiency – Hard constraints

3. Interactivity – Novel problem decomposition 
and efficient SMT encoding
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Program 

Synthesis



OUTLINE

1. Problem Statement

2. Our Solution

3. Experimental Results
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EXPERIMENTAL DATA

1. Textbook Problems : 34 (~20 Datapoints) 

2. Lexical Datasets : 2 (~6000 Datapoints)
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32 Languages



RUSSIAN TEXTBOOK PROBLEM (ODDEN 2015)
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Gen. Plural Nom. Singular

vagon vagona

xlep xleba

ras raza

porok poroga

soldat soldata

golos golosa



RUSSIAN DEVOICING RULE

58

[-sonorant] → [-voice] /  _ #

/b/, /z/, /g/ → [p] , [s], [k] / _ #



LEXICAL DATASETS

1. English Flapping
Processed CMU pronouncing dictionary to create 

underlying and surface form pairs exemplifying 
flapping.

2. English Verbs
Combined morphological information extracted

from CELEX-2 with CMU transcriptions to create a
database of regular verbs.
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ENGLISH VERB RULES
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Devoicing rule 

[-sonorant] → [-voice] / [-voice] _ 

Insertion rule

ø → ə / [strident] _ [strident]



TEXTBOOK PROBLEM LANGUAGES
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Deutsch

Englishрусский

Türkçe Nederlands

Magyar

한국어

PolskiLietuvių

فارسی



EVALUATION METRICS
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INFERENCE TIME SPEEDUP
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SYPHON = BASELINE / 10 2



INFERENCE TIME SPEEDUP
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Interactive Speeds!

SYPHON = BASELINE / 10 2



CONCLUSION

1. Novel problem decomposition leads to 
interactivity

2. Phonologists can use our system for automated 
scientific investigation
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QUESTIONS?

1. Novel problem decomposition leads to 
interactivity

2. Phonologists can use our system for automated 
scientific investigation
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